


Objective 2

“Since the Message Passing (Graph) Neural Networks (MPNNs) have …
…even though their theoretical expressive power is limited to the first order 

Weisfeiler-Lehman test (1-WL).”



Objectives (Detailed) 3

1. Understanding graphs as a datatype
2. Understanding the general architecture of graph neural networks
3. Understanding of what makes two graphs the ‘same’
4. Understanding of the Weisfeiler-Lehman isomorphism test
5. Understanding the connection between the WL test and message-passing
6. In-depth understanding of (Xu et al., ICLR 2019) and (Morris et al., AAAI 2019)

*Today’s topic is more relevant on chemical datasets, where the model needs to extract 
as much information as possible from the given graph structure.
**I will try to refrain from mathematical jargon as much as possible, and only use them in 
order to summarize the conceptual content.

Very introductory stuff
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Buildup
Understanding graphs

Understanding the general architecture of graph neural networks



Graphs as an abstract datatype 5

Graphs are an abstract type of data where nodes (entities) are connected by edges (connections)

Edge

Node

(Optional)
Node features / attributes

(Optional)
Edge features / attributes

Edge

Node

(Optional)
Node features / attributes

(Optional)
Edge features / attributes

Undirected graph Directed graph

…But honestly, looking at this does not result in a practical understanding of graphs.

Therefore, we will look at various benchmark datasets in the field of graph machine learning.



In academia: Benchmark datasets in the literature 6

Social Citation / Web Molecules

Node: People / Account
Edge: Connection
Node feature: Metadata

Example benchmark datasets

Node: Paper
Edge: Citation
Node feature: Abstract

Node: Atom
Edge: Bond
Node feature: Atom type
Edge feature: Bond type

• Reddit
• Ego-Facebook
• Github

• *Planetoid dataset
(Cora/Citeseer/Pubmed)

• Coauthor
• WebKB

(Texas/Cornell/etc.)

Yang et al., Revisiting Semi-Supervised Learning with Graph Embeddings, ICML 2016
Kipf et al., Neural Relational Inference for Interacting Systems, ICML 2018
Wang et al., Dynamic Graph CNN for Learning on Point Clouds, ACM Transactions on Graphics 2019
Derrow-Pinion et al., ETA Prediction with Graph Neural Networks in Google Maps, CIKM 2021
**Image source: https://www.researchgate.net/publication/324457787_iTRAQ_Quantitative_Proteomic_Analysis_of_Vitreous_from_Patients_with_Retinal_Detachment/figures?lo=1

Biology / Simulation / etc.

• QM9
• Zinc
• MUTAG
…

1) **PPI (protein-protein interaction)
2) Physical simulation (Kipf et al., 2018)

3) 3D point cloud (Wang et al., 2019)

4) Road network (Derrow-Pinion et al., 2021)

1) 2)

3) 4)

https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.Reddit.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.Reddit.html
https://snap.stanford.edu/data/ego-Facebook.html
https://snap.stanford.edu/data/ego-Facebook.html
https://snap.stanford.edu/data/ego-Facebook.html
https://snap.stanford.edu/data/ego-Facebook.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.GitHub.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.GitHub.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.Planetoid.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.Planetoid.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.Coauthor.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.Coauthor.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.WebKB.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.WebKB.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.QM9.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.QM9.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.ZINC.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.ZINC.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.TUDataset.html
https://pytorch-geometric.readthedocs.io/en/latest/generated/torch_geometric.datasets.TUDataset.html


An illustration of a generic GNN layer’s operation 7

This is how a typical single layer of GNN operates when it calculates node representations/embedding vectors.

MLP

Aggregation
Transform

Therefore, the GNN can encode node feature vectors (if exists) + edge feature vectors (if exists)
+ graph structure (directly determines which vectors to aggregate).



Abstraction: A general message-passing layer of GNNs 8

*Usually, we cite these papers for the term “message-passing”
[First formal introduction of the concept] Gilmer et al., “Neural Message Passing for Quantum Chemistry”, ICML 2017
[Comprehensive discussion & abstraction] Bronstein et al., Geometric Deep Learning: Grids, Groups, Graphs, Geodesics, and Gauges, arXiv 2021

1. Message passing phase (Aggregation) 2. Update phase (Transformation)

&

Note that this is simply a rewriting of the same concept from the previous slide.



Abstraction: A general message-passing layer of GNNs 9

*Usually, we cite these papers for the term “message-passing”
[First formal introduction of the concept] Gilmer et al., “Neural Message Passing for Quantum Chemistry”, ICML 2017
[Comprehensive discussion & abstraction] Bronstein et al., Geometric Deep Learning: Grids, Groups, Graphs, Geodesics, and Gauges, arXiv 2021

GNN layer (Message-passing neural networks)

This operation must be permutation 
invariant to ensure the same result for 
arbitrary node orderings!
Summation / Average / (Max) pooling etc.

So if we re-describe GCN (Graph convolutional network) for node 4, it would be…
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On representational power in GNNs
What makes two graphs the ‘same’?



What do we mean by representational power? 11

Basically, GNNs have ‘good representational power’ if 
they can tell two different graphs apart & perceive same graphs identically.

vs.

So how do we define if two graphs are different?
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Basically, GNNs have ‘good representational power’ if 
they can tell two different graphs apart & perceive same graphs identically.

So how do we define if two graphs are different?

vs.



What do we mean by representational power? 13

Basically, GNNs have ‘good representational power’ if 
they can tell two different graphs apart & perceive same graphs identically.

So how do we define if two graphs are different?

vs.



Isomorphism (a fancy word for identical graphs) 14

vs.

8 9

6 5

1 3

2 4

Whatever the definition of ‘isomorphism’ is, 
it must not care aboud node orderings

This means, G1 and G2 are isomorphic since we can find a bijection mapping of:

3 ↔ 8
1 ↔ 9
4 ↔ 6
2 ↔ 5

and according to this node mapping, the edge set from G1 exactly translates to G2 
and therefore G1 is the ‘same’ graph as G2.

[1] (Definition) Morris et al., Weisfeiler and Leman Go Neural: Higher-order Graph Neural Networks, AAAI 2019



The practical problem of graph isomorphism test 15

vs.

The problem of graph isomorphism testing is suspected to be *NP-hard [2], [3]

• Probably no exact (deterministic) polynomial-time algorithmic solutions
• WL isomorphism test: A heuristic algorithm to test isomorphism

[2] Huang & Villar, “A short tutorial on the Weisfeiler-Lehman test and its variants”, ICASSP 2021
[3] David Bieber, “The Weisfeiler-Lehman Isomorphism Test” (Blog post)
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Method for testing between two graphs
Understanding the WL-isomorphism test



One iteration of the WL-isomorphism test† [1], [2] 17

Graph 1

Graph 2

[4] Shervashidze et al., “Weisfeiler-Lehman Graph Kernels”, J. Mach. Learn. Res. (2011)
[5] Morris et al,. “Weisfeiler and Leman go Machine Learning: The Story so far”, arXiv (2021)

Q. Is there a systematic (heuristic) method that can “mostly” identify isomorphic graphs?

†Specifically, we are showing the simplest version of the WL test, which is also known as the color refinement algorithm (for reasons which will be apparent momentarily)



One iteration of the WL-isomorphism test [1], [2] 18

Graph 1

Graph 2

1
Color nodes †appropriately

(Initial iteration only)

†As suggested by [4], color node according to the node degree. Or just start with a uniform coloring

Graphs with node features: Also appropriately

[4] Shervashidze et al., “Weisfeiler-Lehman Graph Kernels”, J. Mach. Learn. Res. (2011)
[5] Morris et al,. “Weisfeiler and Leman go Machine Learning: The Story so far”, arXiv (2021)



One iteration of the WL-isomorphism test [1], [2] 19

†Multiset is a set that allows multiple duplicates of elements

Graph 1

Graph 2

2
Acquire †multiset of colors

[4] Shervashidze et al., “Weisfeiler-Lehman Graph Kernels”, J. Mach. Learn. Res. (2011)
[5] Morris et al,. “Weisfeiler and Leman go Machine Learning: The Story so far”, arXiv (2021)



One iteration of the WL-isomorphism test [1], [2] 20

†Multiset is a set that allows multiple duplicates of elements

Graph 1

Graph 2

2
Acquire †multiset of colors

[4] Shervashidze et al., “Weisfeiler-Lehman Graph Kernels”, J. Mach. Learn. Res. (2011)
[5] Morris et al,. “Weisfeiler and Leman go Machine Learning: The Story so far”, arXiv (2021)



One iteration of the WL-isomorphism test [1], [2] 21

†Multiset is a set that allows multiple duplicates of elements

Graph 1

Graph 2

3
Make a set by including self

[4] Shervashidze et al., “Weisfeiler-Lehman Graph Kernels”, J. Mach. Learn. Res. (2011)
[5] Morris et al,. “Weisfeiler and Leman go Machine Learning: The Story so far”, arXiv (2021)



One iteration of the WL-isomorphism test [1], [2] 22

† At least injective. The function has multiple names, such as hashing functions, relabeling functions, etc. 

Graph 1

Graph 2

4
Map each set to a new color by a †bijective function

[4] Shervashidze et al., “Weisfeiler-Lehman Graph Kernels”, J. Mach. Learn. Res. (2011)
[5] Morris et al,. “Weisfeiler and Leman go Machine Learning: The Story so far”, arXiv (2021)



One iteration of the WL-isomorphism test [1], [2] 23

Graph 1

Graph 2

5
Get the colors of the next iteration

[4] Shervashidze et al., “Weisfeiler-Lehman Graph Kernels”, J. Mach. Learn. Res. (2011)
[5] Morris et al,. “Weisfeiler and Leman go Machine Learning: The Story so far”, arXiv (2021)



WL-isomorphism test: Three example cases 24

WL test WL test WL test

? ? ?

Case 1 Case 2 Case 3



WL-isomorphism test: Three example cases 25

Counclusion of case 1

Graph 1

Graph 2

i=0

i=0

i=C

i=C

Different color distribution = Fail isomorphism test



WL-isomorphism test: Three example cases 26

Counclusion of case 2

Graph 1

Graph 2

i=0 i=C

i=0 i=C

i=∞

i=∞

*Stable coloring

Conclusion: Two graphs are isomorphic ..?

* We do not actually need to run the iteration to the end of time: If color distributions remain unchanged for two consecutive iterations, 
you already reached stable coloring (hint: Use induction). Also, C is bounded by max(|Graph 1|, |Graph 2|) (see [5]).



WL-isomorphism test: Three example cases 27

Counclusion of case 3

Graph 1

Graph 2

i=0

i=0

i=1

i=1

i=∞

i=∞

Stable coloring Still the same color distribution

Conclusion: Two graphs are isomorphic       Cannot determine
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Understanding the connection between the WL test and message-passing



Relation between WL and GNNs 29

“Color refinement” in WL

1. Aggregate 2. Transform

Message passing in GNNs

MLP
&

Can you see the similarity?



Relation between WL and GNNs 30

Color refinement in WL

Message passing in GNNs

Collect neighbor information

From a feed forward computational standpoint, GNNs are a neural network version of the WL test.



Relation between WL and GNNs 31

Color refinement in WL

Message passing in GNNs

Map self & neighbor information 
to next iteration

From a feed forward computational standpoint, GNNs are a neural network version of the WL test.



Consequences of GNN’s ability to differentiate graphs 32

Color refinement in WL Message passing in GNNs

•  hash  : Fixed bijective function (at least injective)

•          : *A neural network (Learnalbe weights)
• (Probably) Not bijective nor injective

Loss of expressive power: Cannot distinguish some elements

GNNs are at best 1-WL



Consequences of GNN’s ability to differentiate graphs 33

WL-isomorphism test: Three example cases 27

Counclusion of case 3

Graph 1

Graph 2

i=0

i=0

i=1

i=1

i=∞

i=∞

Stable coloring Still the same color distribution

Conclusion: Two graphs are isomorphic       Cannot determine

And therefore GNNs also inherit the same limitations from WL.
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In-depth understanding of (Xu et al., ICLR 2019) and (Morris et al., AAAI 2019)



GNNs cannot exceed WL in terms of its expressivity 35

Color refinement in 1-WL

Message passing in GNNs

Theorem [Morris et al., 2019, Xu et al., 2019] (informal) 

If the 1-WL test cannot distinguish two graphs, then any GNNs also cannot distinguish them.

If GNNs can distinguish two graphs, the 1-WL test can also distinguish them. 

In other words, the expressive power of GNNs is capped by 1-WL.



GNNs cannot exceed WL in terms of its expressivity 36

Proof of existence How to go beyond?

Theorem (informal)
There exists weight parameters of GNN such 
that, expressivity of GNNs exactly match 1-WL 
test.

Problem: GNNs are bound by 1-dim WL-test

Solution: Make GNNs based on k-dim WL-test
(k > 1)



GNNs cannot exceed WL in terms of its expressivity 37

Space of *general functions
(Expressed by neural networks)

Most functions

Q. What design choices are needed to make the function *injective as possible?

1. Use summation for aggregation 2. Use at least 2 layers of MLP

[1, 0]
[0, 1]

[4, 2] [2/3, 1/3]
[1, 0]

[0, 1]
or

Theorem [Xu et al., 2019] (informal) 

One-layer ReLU MLPs are not injective.

* Does not necessarily mean the resulting neural network is injective.
For injectivity in neural networks, see Puthawala et al., “Globally Injective ReLU Networks”, J. Mach. Learn. Res. (2020)



GNNs cannot exceed WL in terms of its expressivity 38

Space of *general functions
(Expressed by neural networks)

Most functions

Q. What design choices are needed to make the function *injective as possible?

Graph Isomorphism Networks (GIN)

*In my experience, just setting epsilon as a non-learnable pararmeter with 0 value works fine



Takeaways 39

1. Defining graphs being ‘identical’ = isomorphism

2. WL-isomorphism test: Heuristic that can be used for isomorphism, but not guaranteed in some cases

3. Connections: GNN’s message-passing and WL test, and GNN’s limitations
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Thank you!
Please feel free to ask any questions :)

yongmin.shin@lgresearch.ai

Feed free to contact me via email or teams etc. regarding
- GNN/graph learning
- Explainable AI (including mechanistic interpretability)
- Or any ML discussions


