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Graph Neural Network

Node: People / Account
Edge: Connection
Node feature: Metadata

Node: Paper
Edge: Citation
Node feature: Abstract

Node: Atom
Edge: Bond
Node feature: Atom type
Edge feature: Bond type

Social Citation / Web Molecules Point Cloud Physical systems

Node: Data point
Edge: Constructed
Node feature: 3D position

Node: Particles
Edge: Pair-wise interaction
Node feature: Physical
properties

Various graph tasks
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Attribution maps are one of the
most popular ways, especially in CV and NLP.

Similar approaches are also
popular in GNN explanations, too.

Output: 
“Cat”

Example: GNNExplainer [5], PGExplainer [6], …

Result of Explanation

Highlights relevant 
pixels

GNN model

Output

Highlights relevant 
subgraph
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GNNExplainer [5]

PGExplainer [6]
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Enhance the performance based on the knowledge gained from the explanation

GNN model (Trained)

Most of the literature

Explanation

Calculate loss
Input graph

XAI method

Backpropagation

Our work

Further knowledge 
about the system
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Can we use the local edge attributions for graph pruning?
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Time & space complexity is dependent on the number of edges.

[10] [11] [12] [13]

||A||₀ = 2 X (Num. edges) / d: Average num. edges per node / r: Number of edges to aggregate from

Reduce the number of edges to 1) Increase efficiency & 2) Potentially remove noisy edges
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Output: Pruned graphs

5% pruning of edges 95% pruning of edgesOriginal graph

Global soft edge mask

(3) Generation of global 
hard edge masks• Attention

• Saliency
• Guided Backprop
• Integrated Gradient
• GNNExplainer
• PGExplainer
• FastDnX

(1) Input: Local explanations

(2) Aggregation

Inutition: If an edge is frequently removed in Fidelity-, it may simply be removed from the original graph. 

*f: GNN model
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Original accuracy
Random
Attention
Saliency
Integrated Gradients
Guided Backpropagation
GNNExplainer
PGExplainer
FastDnX

“General” attribution method

GNN-tailored attribution method

Sparse graphDense graph

General attribution methods can successfully
 select edges that are unnecessary.

GNN-tailored attribution methods perform poorly,
sometimes even worse than random deletion.
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Output: Pruned graphs

5% pruning of edges 95% pruning of edgesOriginal graph

Global soft edge mask

(3) Generation of global 
hard edge masks• Attention

• Saliency
• Guided Backprop
• Integrated Gradient
• GNNExplainer
• PGExplainer
• FastDnX

(1) Input: Local explanations

(2) Aggregation

Although Attention exhibit poor 
fidelity- scores, it performs great
on graph pruning.

Although GNNExplainer exhibit
great fidelity- scores, it results in
bad graph pruning results.
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Limitation of graph pruning approach
•  Every node has a different explanation               
• A single graph cannot fully express all 

local explanation (lossy compression)      

0.9

0.8

1.9

1.6

Limitation during aggregation
• Scale of attribution score across 

nodes may be different
• Total number of edges for each explanation

may also affect how should we normalize
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